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Introduction



Cross-sections in oscillations
Oscillations in a nutshell

Flux Neutrino flux different for near and far 

Abs σ Total cross-section as function of energy

Migration How the neutrino energy is reconstructed

different at near and far

Oscilla. What we want !!!! 
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Backgrounds Wrong interaction channel (i.e. π’s, 
NC-γ,…) different btw near and far 

CROSS-SECTION RELATED

Correlation

Much more than a simple dσ/dE



• Actually in experiments we do not measure the energy, we measure a set 
of parameters relates to the energy:  


• So, what we want is to measure a set of variable Qobs as proxy of the Eν, 
allowing us to obtain the oscillation parameters Ωosc

Cross-sections in oscillations
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P ( ~Qobs|E⌫)

<latexit sha1_base64="Cjtxf76chXiT2lI3UUliehsRqn0=">AAACh3icdVHbTttAEF27tIX0Qto+9mVEqBT6kNqAAi+VAlUl3jASAaQ4itabSbJivbZ2x4jI+Ff6UX3jb9hcirh1pJWOzpkzszOT5EpaCoJbz3+18vrN29W12rv3Hz6u1z99PrNZYQR2RaYyc5Fwi0pq7JIkhRe5QZ4mCs+Ty18z/fwKjZWZPqVpjv2Uj7UcScHJUYP6n6gZX6GAk0EZE15TmSW2quAG4uMUx/yetaKqtuAnxFITwP9Mvx2hiwq2II4mEpoPiOhRqeZSuHmhjUse/jMO6o2gFcwDnoNwCRqdTTaPaFD/Gw8zUaSoSShubS8McuqX3JAUCqtaXFjMubjkY+w5qHmKtl/O91jBN8cMYZQZ99yYc/aho+SptdM0cZkpp4l9qs3Il7ReQaP9fil1XhBqsWg0KhRQBrOjwFAaFKSmDnBhpPsriAk3XJA7Xc0tIXw68nNwtt0K2632yW6jc7jYBltlX9kGa7KQ7bEOO2IR6zLhrXjfvR1v11/zf/htf3+R6ntLzxf2KPyDO908xG8=</latexit>

P ( ~Qobs|⌦osc) =

Z
P ( ~Qobs|E⌫)�(E⌫)Posc(E⌫ |⌦osc)dE⌫

• Qobs varies from experiment to experiment: from leptonic kinematics (T2K|HK) to 
leptonics+hadronics variables (Nova|Dune). 


• In both cases the conditional probability                         is the key.          
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P ( ~Qobs|E⌫)

This is our X-section problem!



And it is…

28

Sample Uncertainty source (%) Flux⌦Interaction (%) Total (%)Flux Interaction FD + SI + PN

1Rµ n 2.9 (5.0) 3.1 (11.7) 2.1 (2.7) 2.2 (12.7) 3.0 (13.0)
n 2.8 (4.7) 3.0 (10.8) 1.9 (2.3) 3.4 (11.8) 4.0 (12.0)

1Re n 2.8 (4.8) 3.2 (12.6) 3.1 (3.2) 3.6 (13.5) 4.7 (13.8)
n 2.9 (4.7) 3.1 (11.1) 3.9 (4.2) 4.3 (12.1) 5.9 (12.7)

1Re1de n 2.8 (4.9) 4.2 (12.1) 13.4 (13.4) 5.0 (13.1) 14.3 (18.7)

Tab. 10: Uncertainties on the number of events in each FD sample broken down by source after (before) the fit to ND data.
“FD+SI+PN” combines the uncertainties from the FD detector, secondary particle interactions (SI), and photo-nuclear (PN)
effects. “Flux⌦Interaction” denotes the combined effect from the ND constrained flux and interaction parameters, and the
unconstrained interaction parameters. The change in the “FD+SI+PN” uncertainties before and after the ND fit is an indirect
effect due to the change of interaction mode fractions in the samples after the ND fit.

8.1 Bayesian results

The Bayesian results presented in this section are obtained
by sampling the posterior distributions through MCMC [126,
127] analysis, using the ND and FD selections simultane-
ously. The MCMC analysis presented in Sec. 6 is utilised
for the ND. The e-like samples use both the reconstructed
angle between the outgoing lepton and the mean neutrino
direction, and the reconstructed neutrino energy assuming
a CCQE interaction and a struck nucleon at rest (Eq. 4).
For the 1Re1de selection—which is dominated by 1e�1p+

final states—the nucleon mass is replaced by the D(1232)
mass. The µ-like samples only use the reconstructed neu-
trino energy assuming a CCQE interaction. The posterior
probability at the FD first includes the product of Poisson
probabilities for observing the number of events in the data
given the model prediction per bin across all samples. A
Gaussian multivariate distribution is used to include the ef-
fect of external constraints on the systematic uncertainty
parameters. The general form of the likelihood is the same
as the ND analysis, presented in Eq. 6, but excludes the
statistical uncertainty on the simulation for the FD.

Credible regions are extracted from lower dimensional
marginalised posterior distributions for parameters of in-
terest by adding up the highest probability density region
until a certain fraction of the distribution is captured. Flat
priors are used over the entire ranges of sin2 q23, Dm2

32,
dCP (or sindCP), and Gaussian priors are applied on Dm2

21
and sin2 q12. For sin2 q13 either a flat or a Gaussian prior is
applied via the aforementioned reactor constraint. The pri-
ors for normal and inverted orderings are the same, namely
50%.

Fig. 20 shows several marginalised posterior distribu-
tions for oscillation parameters of interest. Two-dimensional
distributions for every combination of the four oscilla-
tion parameters of interest are shown with the 68% and
90% credible intervals in dashed and solid lines, respec-
tively. Each two-dimensional posterior distribution also

shows the point of highest probability density. Marginalised
one-dimensional posterior probability distributions are also
given for each of the four oscillation parameters with 68%,
90%, and 95% credible intervals in different shades of grey.

8.1.1 Atmospheric oscillation parameters

The effects of applying the reactor constraint on the sin2 q23�
Dm2

32 contours is shown in Fig. 21. Applying the constraint
increases the probability density in the upper octant and
the normal neutrino mass ordering. The marginalised poste-
rior probability distribution of sin2 q23 with and without the
reactor constraint is shown in Fig. 22. The posterior prob-
abilities are largely overlapping, with a preference for the
upper octant when using the reactor constraint, and there is
barely any octant preference without the reactor constraint.

sin2 q23 Sum
< 0.5 > 0.5

Dm2
32

> 0 (NO) 0.195 (0.260) 0.613 (0.387) 0.808 (0.647)
< 0 (IO) 0.035 (0.152) 0.157 (0.201) 0.192 (0.353)

Sum 0.230 (0.412) 0.770 (0.588) 1.000

Tab. 11: Fractions of posterior probability in different com-
binations of the mass ordering and q23 octant from fit to T2K
data with (without) the reactor constraint on sin2 q13. NO
(IO) refers to the normal (inverted) neutrino mass ordering.

The results for the atmospheric parameters are sum-
marised in Tab. 11, showing the proportion of the posterior
probability that lies in the different mass orderings and q23
octant, with and without the reactor constraint. A flat prior
distribution on both Dm2

32 and sin2 q23 is equivalent to com-
paring the likelihood that T2K’s data is described by the
different choices of hypotheses. The analysis with (without)
the reactor constraint sees a Bayes factor (BF) of 3.35 (1.43)
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Last T2K oscillation analysis 
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Near detector is critical 


Huge improvement : 13% —> 3%

… but not sufficient 


we need of the order of 1% for HK 


are we sure this is correct ? 

for electron larger 

than for muons



Before we start: Water Cherenkov
Near Detector Far Detector

Atmospheric

Intermediate WC Detector

νμ
νe

Carbon target

Oxygen target

ν Flux

ντ
atmospheric ν flux

Water Cherenkov

High Granularity

Magnet

This complex connection map is not 
by chance, it has technical reasons 

and we have to leave with it.  

In general, but particularly true in 
Hyper-Kamiokande 
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PNear( ~Qobs|E⌫) 6= PFar( ~Qobs|E⌫)

Qobs are normally the muon 
momentum and angle : 


clean but also limited in resolution 
—> 


it relies heavily on the theory model 



Before we start: calorimetric case
Near Detector Far Detector

Atmospheric

νμ νe

Carbon/
Argon 
target

ν Flux

ντ
atmospheric ν flux

High Granularity

Magnet?Even in this case, there are issues: 


νμ vs νe


Granularity 


Detector acceptance 


…. 

so 
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PNear( ~Qobs|E⌫) 6= PFar( ~Qobs|E⌫)

although probably in smaller scale 
and related to detector. 

Qobs is some calorimetric 
measurement of the energy 



but, Ehadrons can be tricky: 


neutrons, mass of mesons, 
quenching, low energy 

depositions…
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E⌫ = Eµ + Ehadrons

The only magnetised Far detector 
was Minos and it had little impact 

on electron neutrinos



Why is X-sect a problem ?
• Main issue : we do not have a proper model to describe the cross-

sections in all its complexity, We have Effective models ! : 


• atoms of 12/16 (or 40) nucleons reduced to a single potential. 


• Inner proton/neutron structure unknown at these energies.


• Non-trivial initial and final nuclear state description


• Transition from relativistic to non-relativistic. 


• Quantum mechanical effects difficult to include: Pauli blocking, 
interferences…

• Experimental measurements are difficult: 


• high target mass and low number of interactions.


• low granularity detectors (cost but not always).


• Events with two energy scales: low momentum hadrons vs high momentum muons. 


• The Nucleus is a hidden part of your experiment : no way to know what happened 
inside.  

• In addition 


• we do not know the neutrino flux with precision. 

The only solution found (both WC 
and Calorimetry) is to try to model 
the cross-section with some d.o.f. 

and fix them in the experiment. 

BUT! 
Wrong model can bring 

wrong conclusions: 

 σtrue φtrue ~ σwrong φwrong

This is a condition that applies to Calorimetric and Water Cherenkov approaches 
—> near and far detector fluxes are different even before oscillations. 



To remember! 

• Recent T2K/NOvA/SK experience of joined analysis called for a common 
treatment of cross-sections 


• both in the modelling and the degrees of freedom definition. 


• Cross-sections is the common language of all the oscillation experiments 
and we need a coherent (and solid?) treatment. 


• Same issue for neutrino fluxes, but this is another battle…



νμ & νe

νμ


• Precision disappearance oscillation :


• atmospheric parameters also critical for CP 
violation.


• added sensitivity to hierarchy. 


• Laboratory for cross-section measurements and 
model constrains 


• impact on νe x-section modelling.


• P(Q|E) is critical for muon neutrinos.


• Large amount of muon neutrinos at Near Detector.

Different goals for νμ and νe

νe

• Appearance measurements —> CP violation.  


• Not really a must now but critical in next 
generation. 


• The P(Q|E) less relevant.


•  more important in DUNE but mainly counting in 
Off-axis configurations.


• σ(Eνe) is critical, actually  σ(Eνe)/σ(Eνμ)


• Very few neutrino electrons at Near Detector: 


• low statistics and high (π0) background  

Model 
Connection?



X-sections: we need to know 
• The backgrounds (conceptually can be related to reaction channel 

migration) 


• The interaction probably, but also the relation between the different 
interaction channels.  


• E reconstruction: what are the experimental observable in our model? 


• Acceptance: which are the events we detect in the near, the far 
detector and in our “selection” sample. 

 P(θ|Eν)

 Acc

 σ

 bck

I will mark with these labels the 
expected effect of the modelling on 

our experiment. 

 bck



Modelling X-sections



Why modelling is so difficult?
• Traditionally cross-section has been split into : 


• Initial conditions 


• Nucleon interactions 


• final states interactions 


• This is a (gross?) simplification, 
In reality the neutrino interacts with a nucleus and produces particles it does not interact with a 
nucleon in a nucleus  producing particles that interact subsequently with the remaining nucleus.

I will use the same subdivision to describe the issues we are facing  
But!! pay attention :  some of them are interconnected leading to potential double-counting.



Why modelling is so difficult?
• The nucleus is a set of A strongly interacting particles. 


• The usual description is given by the Impulse Approximation:  nucleon in a potential.


• 


• But this is not completely correct: we ignore correlations (2 body states) and 
interferences in Final states.  


• In this description we normally describe target nucleons in potentials through its dispersion 
relation :


• classically one single potential and no QM solution : continuous Fermi levels. 


• modern methods do shell model, either phenomenological (Spectral Functions) or 
calculations (mean field or ab-initio). 


• More advance models also take into account the quantum numbers of particles in 
a shell.


• Both approaches has pro’s and con’s. 

Initial conditions 
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Fig. 8: The two-dimensional probability density distribution for the spectral function for oxygen in NEUT [43] (left), and
the projection onto the removal energy axis (right). On the left, the darker colour represents a higher probability of finding
an initial-state nucleon with a particular removal energy and momentum. The two sharp p-shells at Ermv ⇠ 12 MeV and
Ermv ⇠ 18 MeV, and the larger diffuse s-shell at Ermv ⇠ 20�65 MeV and |p|< 100 MeV/c, are visible. The predictions for
the shell positions from another model [58] are overlaid on the right with dashed lines, for protons (red) and neutrons (blue).
The energy in MeV is labelled for each prediction.

ial part. The nucleon axial mass parameter appearing in the
form factor, MQE

A , is constrained using bubble chamber mea-
surements of neutrino interactions on light nuclear targets,
as detailed later in Sec. 5.2.

5.1.2 2p2h

In two-particle two-hole (2p2h) interactions, a neutrino in-
teracts with a correlated pair of nucleons, ejecting both from
the nucleus. Although this is not a dominant process at T2K,
it usually produces single-ring electron-like or muon-like
events in the FD—making up about 12% of the 1Rµ selec-
tion at the FD—and is therefore important to the oscillation
analysis. As T2K’s neutrino energy estimator is based on
the assumption that the interaction was CCQE, applying it
to 2p2h events causes a natural bias. Thus it is crucial that
the relative contribution of 2p2h events to the selections, and
the bias they cause to the neutrino energy estimator, are well
modelled. NEUT describes the charged-current 2p2h cross
section and outgoing lepton kinematics with the Nieves et
al. model [60]. In this model, the 2p2h cross section peaks
in two distinct regions of momentum and energy transfer,
referred to as “D” and “non-D” excitation regions, which
each cause distinctly different biases in neutrino energy re-
construction [1]. Neutral-current 2p2h interactions are not
simulated in NEUT. Their inclusion would have a negligi-
ble impact on the oscillation analysis as such interactions
would make a small contribution to an already small NC
background, which is prescribed large uncertainties.

5.1.3 Single-pion production

Single-pion production (SPP) processes are the dominant
contributor for the T2K FD sample that requires a single
electron-like ring with one delayed decay electron (referred
to as 1Re1de in Sec. 7). The events also contribute to the
other event samples when the pion is not observed due to
interactions in the detector or the nucleus, or due to recon-
struction inefficiencies. SPP at T2K stems mostly from the
neutrino-induced excitation of an initial-state nucleon to a
baryon resonance that decays into a pion and a nucleon, and
makes up about 13% of the 1Rµ selection. These processes
are described in NEUT by the Rein–Sehgal (RS) model [61]
in the outgoing hadronic mass region W < 2.0 GeV, with ad-
ditional improvements to the nucleon axial form factors [62,
63] and the inclusion of the final-state lepton mass in the cal-
culation [64–66]. Whilst D(1232) excitations are the domi-
nant contributors to the SPP cross section, a total of 18 bary-
onic resonances are included in addition to a non-resonant
process in the mixed isospin channels. Interference between
the resonances is incorporated, but not between the resonant
and non-resonant components. The initial-state model for
SPP interactions in NEUT is a simple relativistic Fermi gas.

Coherent scattering off nuclei also contributes to the
SPP cross section, especially at low four-momentum trans-
fer. In this analysis, NEUT models coherent interactions
with the Berger–Sehgal model [67], updated from the RS
model [68], and includes Rein’s model of diffractive pion
production [69].
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Figure 3. Left: number of events as function of the EIA
m energy for neutrino scattering off 12C

within the LFG model. Both the 1p1h (eq. (2.8)) and 2p2h (eq. (3.3)) EIA
m distributions are shown

by the blue-solid and red-dashed lines, respectively. The gap between the two distributions is
caused by the excitation energy of the two holes in the final state. As in figure 1, results have been
folded with the T2K neutrino energy flux. Center: probability to find a neutron in carbon with
a momentum (pn) for a given reaction missing energy (EIA

m ) (see eq. (2.8)) as predicted by the
SF model [9–11] (contour plot) and for this implementation of the LFG (box plot). Right: LFG
predictions corresponding to the box plot displayed in the middle panel. In all cases, the T2K
flux [3] is used.

with E∞
N ′ = T∞

N ′ +mN ′ . The value of EIA
m becomes negative (non-physical) for some values

of TN when, as it is common, the TF correction is not added.4 Equivalently, the problem
is caused by the wrong assumption of taking EN = (mN + TN ), instead of the correct
expression EN = (mN + TN − TF ), which includes the mean field potential responsible
for binding the nuclear system. The distribution EIA

m of energies for a relativistic LFG is
depicted in the left plot of figure 3 for neutrino scattering off carbon, where Sn+(mp−mn) =
∆(11C) − ∆(12C) + ∆(1H) = 17.4MeV [∆(AZ) is the mass excess of the AZ nucleus].
The average EIA

m is 28MeV, very similar to the binding energies used in RGFG models
(25MeV) [14] or in MINERvA (27.13MeV) [15].5 In addition, we can use this average
of EIA

m for the LFG model in carbon, to estimate the average of the excitation energy
⟨ϵ′A−1⟩ ∼ ⟨TF − TN ⟩ ∼ 11MeV for this target, using Sn + (mp − mn) = 17.4MeV.

We pay now attention to the two-dimensional (pN , EIA
m ) distribution shown in the mid-

dle and right plots of figure 3 following the same representation as in the Spectral Function
(SF) scheme [9–11]. The carbon SF obtained in [10] is comprised of two contributions. The
first one is determined by a mean-field description of the nucleus, while the second one takes
into account two-nucleon short range correlations, and it is computed within a correlated
basis function scheme in isospin-symmetric nuclear matter. The mean-field contribution
of the SF modifies the dispersion relation by forcing a set of effective bound masses. This
way the value of EIA

m is constant for each of the nuclear levels with a broad momentum
distribution, which is additionally distorted by the contribution of the correlated part of
the SF. The model presented here is based on the LFG approach to the nucleus, where the

4This is taken into account in some models such as NuWro by adding a constant that restores the validity
of the model.

5See also data release package.
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 Acc

 Acc

 σ

 σ In short:  

Similar phase-space 
with different 

dispersion relations of 
target nucleons

 P(θ|Eν)

 P(θ|Eν)

 E ≄ f(p)  E ≄ f(p)

 E ~ f(p) 



Why modelling is so difficult?
• We are also displacing a nuclear state by removing one particle to another nuclear state. 


• There is energy consumed in this process (removal energy): 


• Minimal removal energy is the difference between the two nuclear ground states. 


• Most probably the final state is not at ground level : 


• The excitation levels of the final nucleus are important.


• nucleus can even break, the fission energy comes from the neutrino. 

• Difficult to calculate since the final nucleus is different from the initial and probably 
not “stable” —> many final states and lack of theoretical models.


• Intrinsically related to the initial and final conditions in a non-trivial manner : 


• it affects the momentum of the outgoing part. 


• Related to final conditions since not all transitions are possible due to quantum 
number conservations.


• final state when nucleus is broken is difficult to evaluate. 

Initial conditions 
where gvtx and gdir are the vertex and direction fit
quality parameters, respectively [56]. Cuts on these
parameters are optimized for five regions between
3.49 and 5.99 MeV with each 0.5 MeV bin width.

The optimization is performed separately for each
T2K run period because the detector condition and
the beam power differ from run to run. A figure-of-
merit (FOM) designed to maximize sensitivity to the
NCQE signal is defined as:

FOM ¼
Nsigffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Nsig þ Nbkg
p ; ð3Þ

where Nsig is the number of signal events predicted
by the MC (ν-NCQE for FHC and ν̄-NCQE for
RHC) and Nbkg is the total number of background
events. The latter is composed of two components,
NMC

bkg and Nbeam-unrelated
bkg , which represent nonsignal

neutrino events such as NC-other and CC inter-
actions, and beam-unrelated events from the off-
timing data sample, respectively. Cuts on the three
parameters above are chosen to maximize the FOM
in each energy region. As an illustration the opti-
mized values of dwall, effwall, and ovaQ for one of
the FHC mode runs (T2K Run 8) are shown in
Fig. 3. A linear function is fit to each distribution to
obtain the final cut criteria and is denoted by the red
line in the figure. For the dwall and effwall distri-
butions, if the optimized value is 200 cm (the FV cut
criterion) in two successive energy bins, the second
and later bins are removed and the fit is repeated. In
the end, each of these three parameters is required to
be larger than the obtained line. That is, events with
values in the upper right portion of the plots in the
figure are kept. Note that at higher energies the
optimum dwall and effwall values fall below 200 cm,
but such events are already removed by the initial FV
cut. Figure 4 shows the ovaQ distributions after the
cuts described in (1), the FV cut, the optimized dwall
cut, and the optmized effwall cut. There is clear
separation between signal and background. Further
descriptions of the variables used in this selection are
given in Refs. [20,56].
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T2K has measured the de-excitation of Oxygen  
to evaluate the NC interactions. 

NC interactions at the neutrino energies of interest
here (Eν ≲ 1 GeV) are difficult to observe in water
Cherenkov detectors because their final state particles
are either neutral or charged but often below the
Cherenkov threshold. Instead, the present work seeks to
identify these interactions using Cherenkov light arising
from the electromagnetic cascade produced by γ rays emi-
tted from the deexcitation of the recoil nucleus [16–19].
At Eν ≳ 200 MeV, the NC quasielastic nucleon knock-out
(NCQE) processes,

νðν̄Þ þ 16O → νðν̄Þ þ nþ 15O$; ð1Þ

νðν̄Þ þ 16O → νðν̄Þ þ pþ 15N$; ð2Þ

become dominant over NC inelastic processes without
nucleon knock-out, νðν̄Þ þ 16O → νðν̄Þ þ 16O$ [19]. The
resulting excited nuclei relax to the ground state with the
emission of γ rays promptly. These γ rays are available as
a probe to study the NCQE interaction as has been
demonstrated at T2K [20] and SK [21]. Previous studies
at T2K measured the neutrino-oxygen NCQE interaction
cross section with a data set of 3.01 × 1020 protons-on-
target (POT) and SK measured this process with its
atmospheric neutrino data, which is a mixture of neutrino
and antineutrino interactions. Both measurements suffer
from large statistical and systematic uncertainties.
This paper reports the updated result from T2K using

neutrinos and the first measurement using antineutrinos. In
this work the signal is termed “NCQE-like,” to highlight the
fact that the event selection may contain contributions from
NC two-particle-two-hole (2p2h) interactions where two
nucleons are involved in the interaction via meson-
exchange currents. Previous studies [20,21] may have also
included such events, though they were not addressed
specifically. Further descriptions will be given in Sec. VII.
In the analysis, data taken with exposures of 14.94 × 1020

POT in neutrino mode and 16.35 × 1020 POT in antineu-
trino mode are used. Both the statistical and systematic
errors have been reduced with the present analysis.
The paper is structured as follows. First, Sec. II details

the experimental setup of T2K. Section III explains the
Monte Carlo (MC) simulation and is followed by descrip-
tions of the event reconstruction and selection in Sec. IV.
Estimates of uncertainties in the analysis are described in
Sec. V before cross section results are given in Sec. VI.
After discussion of the results in Sec. VII concluding
remarks are given in Sec. VIII.

II. THE T2K EXPERIMENT

The T2K experiment [22] has been designed for precise
measurement of neutrino oscillation parameters [23] and
has a broad program of additional physics measurements. It
consists of the J-PARC neutrino beamline, near detectors,

and SK as its far detector. T2K has taken data in nine
separate run periods, termed Runs 1–9, and its beam
intensity has increased throughout. Protons are bundled
into eight bunches (six in Run 1), referred to as a spill, and
accelerated to 30 GeV=c by the J-PARC Main Ring
synchrotron. Bunches are approximately 100 ns wide
and separated by about 580 ns and spills are delivered
to the neutrino production target with a repetition rate of
2.48 s. Hadrons produced in proton-target (graphite)
interactions are efficiently focused and sign-selected by
magnetic fields produced by three electromagnetic horns
[24,25], before entering a decay volume. The polarity of the
magnetic horns can be changed, allowing selection and
focusing of either positively or negatively charged hadrons
to produce beams composed of predominantly neutrinos or
antineutrinos following the decay of the hadrons. The
former is referred to as forward horn current (FHC) mode
while the latter is referred to as reverse horn current (RHC)
mode. Located 280 m away from the graphite target the two
near detectors, INGRID [26] and ND280 [27,28], are
placed on-axis and 2.5° off-axis with respect to the proton
beam direction, respectively. ND280 is used to measure the
(anti)neutrino spectrum before the onset of neutrino oscil-
lations and INGRID monitors the (anti)neutrino beam
direction and intensity to ensure beam quality during data
taking. In addition to the INGRID measurements a muon
monitor placed just after the decay volume measures the
beam direction and intensity on a bunch-by-bunch basis by
detecting muons from pion and kaon decays [29–31].
Super-Kamiokande is located 295 km away from the

target and 2.5° off-axis. Beam timing information is shared
between J-PARC and SK via a GPS system. It is a
cylindrical water Cherenkov detector located 1,000 m
under Mt. Ikeno in Kamioka, Japan. The detector is divided
into two parts, an inner detector (ID) and an outer detector
(OD). The ID measures 33.8 m in diameter and 36.2 m in
height and is instrumented with 11,129 20-inch inward-
facing photomultiplier tubes (PMTs) on its wall, while the
entire detector volume, which includes the ∼2 m thick OD
region, extends 2.75 m radially and 2.6 m above and below
the ID. Serving primarily as a veto, the OD is equipped with
1,885 8-inch outward-facing PMTs attached on the back
side of the ID wall. The entire volume is filled with 50 kton
of ultra-pure water. In the present work, data from the
fourth stage of the detector, known as SK-IV, are used.
Further descriptions of SK can be found in Ref. [5].

III. EVENT SIMULATION

Simulation of the signal and background processes are
essential to the optimization of the event selection and
determination of systematic uncertainties in this analysis.
Monte Carlo (MC) events generated according to models of
neutrino beam, neutrino interactions, and the detector
response including the γ ray emission are considered.
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Figure 3. Left: number of events as function of the EIA
m energy for neutrino scattering off 12C

within the LFG model. Both the 1p1h (eq. (2.8)) and 2p2h (eq. (3.3)) EIA
m distributions are shown

by the blue-solid and red-dashed lines, respectively. The gap between the two distributions is
caused by the excitation energy of the two holes in the final state. As in figure 1, results have been
folded with the T2K neutrino energy flux. Center: probability to find a neutron in carbon with
a momentum (pn) for a given reaction missing energy (EIA

m ) (see eq. (2.8)) as predicted by the
SF model [9–11] (contour plot) and for this implementation of the LFG (box plot). Right: LFG
predictions corresponding to the box plot displayed in the middle panel. In all cases, the T2K
flux [3] is used.

with E∞
N ′ = T∞

N ′ +mN ′ . The value of EIA
m becomes negative (non-physical) for some values

of TN when, as it is common, the TF correction is not added.4 Equivalently, the problem
is caused by the wrong assumption of taking EN = (mN + TN ), instead of the correct
expression EN = (mN + TN − TF ), which includes the mean field potential responsible
for binding the nuclear system. The distribution EIA

m of energies for a relativistic LFG is
depicted in the left plot of figure 3 for neutrino scattering off carbon, where Sn+(mp−mn) =
∆(11C) − ∆(12C) + ∆(1H) = 17.4MeV [∆(AZ) is the mass excess of the AZ nucleus].
The average EIA

m is 28MeV, very similar to the binding energies used in RGFG models
(25MeV) [14] or in MINERvA (27.13MeV) [15].5 In addition, we can use this average
of EIA

m for the LFG model in carbon, to estimate the average of the excitation energy
⟨ϵ′A−1⟩ ∼ ⟨TF − TN ⟩ ∼ 11MeV for this target, using Sn + (mp − mn) = 17.4MeV.

We pay now attention to the two-dimensional (pN , EIA
m ) distribution shown in the mid-

dle and right plots of figure 3 following the same representation as in the Spectral Function
(SF) scheme [9–11]. The carbon SF obtained in [10] is comprised of two contributions. The
first one is determined by a mean-field description of the nucleus, while the second one takes
into account two-nucleon short range correlations, and it is computed within a correlated
basis function scheme in isospin-symmetric nuclear matter. The mean-field contribution
of the SF modifies the dispersion relation by forcing a set of effective bound masses. This
way the value of EIA

m is constant for each of the nuclear levels with a broad momentum
distribution, which is additionally distorted by the contribution of the correlated part of
the SF. The model presented here is based on the LFG approach to the nucleus, where the

4This is taken into account in some models such as NuWro by adding a constant that restores the validity
of the model.

5See also data release package.
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Removal energy in the (wrong) Local Fermi Gas model. 

25 MeV is large (~4%) compare 
to neutrino energy (650 MeV)

This model considers (like the 
SF) the energy removed from 
the nucleus (binding energy of 
the nucleon). Is this sufficient?

 Acceptance

 Acceptance

 σ

 σ

 σ P(θ|Eν)

 σ P(θ|Eν)

 P(θ|Eν)

 P(θ|Eν)

 P(θ|Eν)

Final state nucleus can be excited 

Excitation energy related to removal energy 



Why modelling is so difficult?
• The nucleon is not a point-like particle —> Cross-sections are modelled using form factors. 


• Vector form-factors from electron scattering. 


• Some theory cooking PCAC,… 


• The Axial form factors are unknown. 


• The pion case is even more complex : 


• many partial amplitudes with interference with resonant and non-resonant contributions. 


• Experimentally the neutrino-nucleon interaction is poorly known. 


• Lack of statistics: old experiments.   


• Experimental issues : no free neutrons in nature. Most of the experiments are done on 
large (A>10) nuclei and corrected by nuclear effects.


• We assume Vector form factors from electron scattering. 


• unfolding - folding issues might rise. 

Nucleon interactions 
11

edge of the flux peak, since the width of the energy spectrum
is directly affected by shifts in the off-axis angle.

5 Neutrino interaction model

Measurements of neutrino oscillations at T2K rely on com-
paring the neutrino interaction rates at the ND and the FD
as a function of the incoming neutrino energy and flavour.
These are determined from the observed products of neu-
trinos interacting with the nuclei inside the detectors, which
requires a model to translate what is observed in the detector
to information about the neutrino that interacted. Neutrino
interaction uncertainties impact the oscillation analysis by
changing the expected rate of neutrino interactions, altering
the accuracy of the neutrino energy reconstruction, and com-
plicating the extrapolation of model constraints from the ND
to the FD. More details can be found in references [1, 52–
54].

The neutrino interaction model has been significantly
improved since the last analysis [1]. This section first pro-
vides an overview of the components of the model and then
discusses the associated uncertainties and their parametri-
sations. As briefly mentioned in Sec. 2 and detailed further
in Sec. 6.1 and 7, this analysis selects charged-current (CC)
neutrino interaction events and has no dedicated neutral-
current (NC) selections. The oscillation analysis at the FD
specifically selects single-ring events and the model focuses
on the treatment of such interactions. In these interactions,
CCQE and 2p2h are the main contributors and are discussed
next. Neutrino interactions in which a single pion is pro-
duced and the pion is missed—either due to its kinematics
or by it being absorbed in the nuclear medium—are also an
important contributor.

5.1 Base interaction model

Simulations of neutrino interactions are performed with ver-
sion 5.4.0 of the NEUT neutrino-nucleus interaction event
generator [55–57]. NEUT takes inputs from a variety of the-
oretical models for separate neutrino interaction channels.
The total cross sections for each channel as a function of
neutrino energy, overlaid on the T2K oscillated and unoscil-
lated muon neutrino fluxes, are shown in Fig. 7. An overview
of the channels most relevant to this analysis is presented be-
low.

5.1.1 1p1h

One-particle one-hole (1p1h) interactions describe charged-
current quasi-elastic (CCQE) and neutral-current elastic
(NCE) neutrino interactions in which a single nucleon
from inside a target nucleus is ejected. CCQE interactions,
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Fig. 7: Neutrino cross sections for muon neutrinos interact-
ing on a water target in NEUT, broken down by interaction
mode as a function of neutrino energy. The predictions have
been modified from their default to reflect the input model
used in the oscillation analysis. The surviving muon neu-
trino flux as seen by the FD is shown with a white line, and
the unoscillated muon neutrino flux as seen by the ND is
shown as the grey shaded region. The figure is adapted from
Ref. [55].

which usually produce single-ring electron-like or muon-
like events, are the dominant contributor to the FD event
samples, making up roughly 70% of the 1Rµ selection.
In NEUT, 1p1h interactions are modelled according to the
scheme presented in Ref. [43, 55], sometimes referred to
as the “Benhar Spectral Function” model. This approach
relies on the plane wave impulse approximation to factorise
the 1p1h cross-section calculation into an expression con-
taining a single-nucleon factor alongside a spectral function
(SF). The SF is a two-dimensional distribution describing
the probability of finding a nucleon with momentum, |p|,
and removal energy, Ermv, which corresponds to the energy
required to remove the nucleon from the nuclear poten-
tial. This formalism provides a realistic description of the
nuclear ground state and is built largely from exclusive mea-
surements of 1p1h interactions in electron scattering, with
additional theory-based contributions to describe the role of
initial-state correlations between neighbouring nucleons. As
an example, the two-dimensional SF for oxygen is shown
in Fig. 8, which exhibits the shell structure of the nucleus.

The single-nucleon component of the 1p1h cross section
uses the BBBA05 [59] description for the vector part of the
nucleon form factors, and a simple dipole form for the ax-

Many different cross-sections
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Wαβ(q2) are form factors derived from experiments

 (when possible)

The simple CCQE 
 Acc

 σ

 σ  bck

 Acc

 P(θ|Eν)

 Acc  σ P(θ|Eν)

 P(θ|Eν)

Beyond CCQE we need to consider helicities, 
multiparticle states, several reaction   sub-

channels (resonant vs non-resonant) …

 Acc  σ P(θ|Eν)



Why modelling is so difficult?
• Not only it is difficult, it is messy: 


• There are possible interactions with 2 bodies in the nucleus (2p2h). 


• This is very similar to CCQE but with a totally different P(E’ν|Eν). 


• It has more than one channel (resonant and non-resonant) that interfere 
cons(des)tructively. 


• It is also difficult to separate from : 


• initial state nucleon pairs (something like a deuterium atom inside the nucleus) :  double 
counting and interference 


• nucleon absorption by the nucleus : interference with some 1p1h and resonant. 


• Different models assume differently, they can be consistent but not across models —> 
Frankenstein models.  

• Experimentally difficult to measure:  

• only one nucleon is visible, the lepton energies overlap with 1p1h and pion production, … 

Diagrams for 2p2h in 
Valencia Model

Complex 
calculation

s, fully 
exclusive 
models  

start to be 
available 

now 

Models have different 
predictions : Ghent 

model. 

Nucleon interactions 

 P(θ|Eν)

 P(θ|Eν)

Model ingredients and 
assumptions are 

important

 Acc  σ P(θ|Eν)

 σ P(θ|Eν)



2p2h and double counting
• Nuclei is a complex Quantum Mechanics system that we model basically 

as a nucleon in a potential. But this is not a reality: 


• nucleons can be (with a probability) found in pairs (some sort of virtual 
deuterium nuclei). These states normally provide high momentum 
targets beyond Fermi momentum as in Spectral functions.  


• The 2p2h (interactions with 2 nucleons) overlap to the “pre-existing” 
nucleon pairs: 


• how to distinguish them?  


• Energy tails in SF are not double counting 2p2h events? 


• Initial and final states are the same: different channels can interfere. 
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an initial-state nucleon with a particular removal energy and momentum. The two sharp p-shells at Ermv ⇠ 12 MeV and
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ial part. The nucleon axial mass parameter appearing in the
form factor, MQE

A , is constrained using bubble chamber mea-
surements of neutrino interactions on light nuclear targets,
as detailed later in Sec. 5.2.

5.1.2 2p2h

In two-particle two-hole (2p2h) interactions, a neutrino in-
teracts with a correlated pair of nucleons, ejecting both from
the nucleus. Although this is not a dominant process at T2K,
it usually produces single-ring electron-like or muon-like
events in the FD—making up about 12% of the 1Rµ selec-
tion at the FD—and is therefore important to the oscillation
analysis. As T2K’s neutrino energy estimator is based on
the assumption that the interaction was CCQE, applying it
to 2p2h events causes a natural bias. Thus it is crucial that
the relative contribution of 2p2h events to the selections, and
the bias they cause to the neutrino energy estimator, are well
modelled. NEUT describes the charged-current 2p2h cross
section and outgoing lepton kinematics with the Nieves et
al. model [60]. In this model, the 2p2h cross section peaks
in two distinct regions of momentum and energy transfer,
referred to as “D” and “non-D” excitation regions, which
each cause distinctly different biases in neutrino energy re-
construction [1]. Neutral-current 2p2h interactions are not
simulated in NEUT. Their inclusion would have a negligi-
ble impact on the oscillation analysis as such interactions
would make a small contribution to an already small NC
background, which is prescribed large uncertainties.

5.1.3 Single-pion production

Single-pion production (SPP) processes are the dominant
contributor for the T2K FD sample that requires a single
electron-like ring with one delayed decay electron (referred
to as 1Re1de in Sec. 7). The events also contribute to the
other event samples when the pion is not observed due to
interactions in the detector or the nucleus, or due to recon-
struction inefficiencies. SPP at T2K stems mostly from the
neutrino-induced excitation of an initial-state nucleon to a
baryon resonance that decays into a pion and a nucleon, and
makes up about 13% of the 1Rµ selection. These processes
are described in NEUT by the Rein–Sehgal (RS) model [61]
in the outgoing hadronic mass region W < 2.0 GeV, with ad-
ditional improvements to the nucleon axial form factors [62,
63] and the inclusion of the final-state lepton mass in the cal-
culation [64–66]. Whilst D(1232) excitations are the domi-
nant contributors to the SPP cross section, a total of 18 bary-
onic resonances are included in addition to a non-resonant
process in the mixed isospin channels. Interference between
the resonances is incorporated, but not between the resonant
and non-resonant components. The initial-state model for
SPP interactions in NEUT is a simple relativistic Fermi gas.

Coherent scattering off nuclei also contributes to the
SPP cross section, especially at low four-momentum trans-
fer. In this analysis, NEUT models coherent interactions
with the Berger–Sehgal model [67], updated from the RS
model [68], and includes Rein’s model of diffractive pion
production [69].

Similar issues with 3p3h

Difficulties in asymmetric nuclei :  

A >> 2 Z 



Why modelling is so difficult?
• This part has been neglected in all its complexity until recently. There are several aspects: 


• Pauli blocking :  

• normally implemented as a “cut” in the possible outgoing nucleon momentum.


• In reality we need to antisymmetrize the waveform —> Need full QM treatment only possible in Mean 
Field calculations (or “ab-inition”)


• Final state interactions:  

• normally only scattering with other nucleons was considered but : 


• The outgoing lepton and mesons are in a deep potential that alters the dispersion relation: 
Energy-momentum balance of the reaction. 


• The same model can also predict inelastic potential through imaginary components: 
consistecy 

• How to reconcile/unite both? 


• Also, there might be interferences:  

• How to distinguish from a nucleon in a nucleus followed by the scattering and the nucleon after 
the nucleus? Double counting and interferences are possible in a consistent treatment. 


• Pions can be absorbed given a CC1p1h signature: what is the difference with C1p1h at nuclear level? 

Final states Interac lions New studies to explore 
complementarity 

 between cascade and interaction 
potential implementations : 

strong relation with double 
counting and model integration.

 Acc

 Acc

 bck

 σ

 σ

 σ

 bck
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FIG. 5. Cross section averaged over the T2K flux, differential in
the leading proton kinetic energy. ROP calculations are compared to
NEUT results with a cut in missing energy to isolate elastic events. The
arrows show the kinetic energies corresponding to the Fermi energy
(TF ) and the proton detection threshold in T2K (T −

T 2K ).

Because of this, and as the overall differences between models
are negligible, it seems reasonable that one could instead use
the overall neutron density, either from RMF or some other
realistic model, instead of a different one for every shell. For
completeness, we also show the distribution obtained from the
experimental charge density from Refs. [51,52].

The results using this approach, including again a cut on Ẽm
as introduced in Sec. III A to select elastic events, are shown
in Fig. 5. The results are compared to those obtained when the
events are introduced in the cascade according to a sphere with
uniform density and radius 5 fm. We find a good agreement
of the ROP and rROP+NEUT results when the RMF densities
are used, but the reduction of the cross section is too small
for the uniform density. The reduction due to FSI is increased
compared to the uniform distribution, because more nucleons
are introduced deeper inside the nucleus and thus have a larger
chance for interaction.

The ROP and NEUT+rROP results including the cut on
missing energy agree well for kinetic energies above ap-
proximately 100 MeV; the agreement is qualitatively similar
for oxygen as for carbon. An arrow labeled T −

T 2K is added
to Fig. 5, corresponding to a proton with a momentum of
450 MeV, which is the lower bound for the T2K analysis.

For low nucleon energies quantum-mechanical effects be-
come important, and hence the ROP should be the natural
method to describe FSI as discussed previously. However, a
lack of Pauli blocking and spurious contributions to the matrix
element, both due to the fact that initial and final states are not
described consistently, can affect the cross section in this re-
gion [53–57]. For this reason we include in Fig. 5 also results
obtained by feeding the cascade with events generated with
the energy-dependent RMF (ED-RMF) cross section. The em-
pirical ED-RMF potential gives results similar to rROP when
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FIG. 6. Comparison of ROP (black) and RPWIA (red) results for
the T2K-flux averaged cross sections for different nuclei.

the nucleon energy is large, but reduces to the same RMF
potential used to describe the initial state when the nucleon
has small energy [28]. In this way spurious nonorthogonal
contributions to the matrix element are not present for low
energies, which is where their effect is largest [27,28]. One
sees that the ED-RMF and rROP results are very similar, with
the ED-RMF yielding a slightly smaller cross section for small
Tp.

D. A dependence

To check if the agreement found for oxygen and carbon is
a result of fine tuning of the cascade to carbon data, or rather
a more robust result, we extend the comparison with cross
sections for calcium. Additionally we include results where
the inputs to the NEUT cascade are RPWIA cross sections.
First, in Fig. 6, we show the RPWIA and ROP results nor-
malized per target neutron. The RPWIA results are practically
identical for all nuclei, but this naive scaling disappears when
the optical potential is included. One finds that the reduction
of the cross section compared to the RPWIA result is larger for
calcium than for oxygen and carbon. This should be expected;
from electron scattering measurements it is well known that
the nuclear transparency decreases with mass [32,58]. In
Fig. 7 we show the result when the NEUT cascade is applied.
As we find that oxygen and carbon give very similar results,
we only show the oxygen and calcium cross sections. Again,
in the NEUT results a cut in Ẽm is included to remove the
inelastic contributions such that the ROP and NEUT results
are comparable. We find that the agreement between ROP and
rROP+NEUT is quantitatively similar in calcium to the results
for oxygen. While the rROP+NEUT results come very close to
the ROP for 40Ca when Tp > 100 MeV, this is not so much
the case for the RPWIA.

While the agreement for three nuclei of course does not
constitute a significant set to determine the A dependence,

054603-8

interactions are reported. In the NuWro SF simulation, due
to short-range correlations, the neutrino vertex contains two
outgoing protons in 15% of events. In the INCL vertex,
only the leading proton, defined as the proton with higher
kinetic energy, is retained and triggers the cascade. We also
test that complete removal of events with two protons at the
neutrino vertex does not impact the conclusions on the
characterization of the FSI cascade of the leading proton in
NuWro and INCL.We consider only the leading proton and
its secondary hadrons for the channel characterization in
Table I. If the proton has the same energy before and after
FSI, the event is characterized as “no FSI” (a transpar-
ent event).
INCL features an evident enhancement of events with

absorption of the proton and only a muon in the final state:

0.5 1 1.5 2 2.5 3 3.5
 p [GeV/c]

0.4
0.45
0.5

0.55
0.6

0.65
0.7

0.75
0.8

0.85
0.9

 Tr
an

sp
are

nc
y

Bates 1992 SLAC 1995 JLab 1998

JLab 2002 JLab 2005

INCL CC INCL NC

NuWro CC NuWro NC

FIG. 7. Nuclear transparency of 12C (percentage of events
without FSI) as a function of proton momentum modeled by
NuWro and INCL.
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FIG. 8. Top: proton momentum before FSI for INCL (left) and NuWro (right) cascade models in CCQE events with T2K neutrino
energy flux. Subprocesses correspond to the fate of the proton after FSI. The shape of the proton momentum before FSI is by definition
identical for INCL and NuWro cascades. Bottom: leading proton momentum after FSI for INCL (left) and NuWro SF (right) nuclear
models. The fractions of different FSI subprocesses as listed in Table I is also shown. The zero-proton channel in NuWro includes events
with only a muon in the final state, as well as pion, and neutron production channels. There is no cluster production in NuWro.
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The modeling of neutrino-nucleus interactions constitutes a challenging source of systematic uncertainty
for the extraction of precise values of neutrino oscillation parameters in long-baseline accelerator neutrino
experiments. To improve such modeling and minimize the corresponding uncertainties, a new generation of
detectors is being developed, which aim to measure the complete final state of particles resulting from
neutrino interactions. In order to fully benefit from the improved detector capabilities, precise simulations
of the nuclear effects on the final-state nucleons are needed. This article presents the study of the in-medium
propagation of knocked-out protons, i.e., final-state interactions (FSI), comparing the NuWro and INCL
cascade models. The INCL model is used here for the first time to predict exclusive final states in measured
neutrino interaction cross sections. This study of INCL in the framework of neutrino interactions features
various novelties, including the production of nuclear clusters (e.g., deuterons, α particles) in the final state.
The paper includes a complete characterization of the final state after FSI, comparisons to available
measurements of single transverse variables, and an assessment of the observability of nuclear clusters.

DOI: 10.1103/PhysRevD.106.032009

I. INTRODUCTION

Neutrino oscillation physics has entered the precision
era; notably, the NOVA [1] and T2K [2] long-baseline
experiments feature measurements of the neutrino mixing
angle θ23 and the largest mass splitting in the atmospheric
sector with a few-percent precision. Sensitivity studies
combining future T2K and NOVA data with measure-
ments at reactor experiments show the potential for more
than 3σ significance for possible hints of charge-parity
(CP) violation and mass ordering determination [3,4].

The next-generation experiments DUNE [5] and
HyperKamiokande [6] are aimed to establish the mass
ordering and possibly discover charge-parity violation with
5σ significance, as well as measure the value of the CP-
parametrizing phase (δCP) with a precision better than
15 degrees. Such results will be enabled by unprecedented
statistics of produced and detected neutrinos, requiring an
exceptionally robust and precise control of systematic
uncertainties.
The largest and most complex systematic uncertainty in

present neutrino long-baseline experiments stems from the
modeling of neutrino-nucleus interactions. The so-called
“near detectors,” placed near the neutrino source before any
standard neutrino oscillation can occur, are designed to
characterize the neutrino flux and to measure the neutrino-
nucleus cross section in order to tune the interaction models
and minimize the corresponding uncertainties. In order to
cope with the increasing needs in precision, a new gen-
eration of near detectors is being developed based on the
concept of a precise and exclusive reconstruction of all of
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Richer physics is needed to describe the interactions : 
INCL model 

INCL model Traditional cascade
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FIG. 5. Cross section averaged over the T2K flux, differential in
the leading proton kinetic energy. ROP calculations are compared to
NEUT results with a cut in missing energy to isolate elastic events. The
arrows show the kinetic energies corresponding to the Fermi energy
(TF ) and the proton detection threshold in T2K (T −

T 2K ).

Because of this, and as the overall differences between models
are negligible, it seems reasonable that one could instead use
the overall neutron density, either from RMF or some other
realistic model, instead of a different one for every shell. For
completeness, we also show the distribution obtained from the
experimental charge density from Refs. [51,52].

The results using this approach, including again a cut on Ẽm
as introduced in Sec. III A to select elastic events, are shown
in Fig. 5. The results are compared to those obtained when the
events are introduced in the cascade according to a sphere with
uniform density and radius 5 fm. We find a good agreement
of the ROP and rROP+NEUT results when the RMF densities
are used, but the reduction of the cross section is too small
for the uniform density. The reduction due to FSI is increased
compared to the uniform distribution, because more nucleons
are introduced deeper inside the nucleus and thus have a larger
chance for interaction.

The ROP and NEUT+rROP results including the cut on
missing energy agree well for kinetic energies above ap-
proximately 100 MeV; the agreement is qualitatively similar
for oxygen as for carbon. An arrow labeled T −

T 2K is added
to Fig. 5, corresponding to a proton with a momentum of
450 MeV, which is the lower bound for the T2K analysis.

For low nucleon energies quantum-mechanical effects be-
come important, and hence the ROP should be the natural
method to describe FSI as discussed previously. However, a
lack of Pauli blocking and spurious contributions to the matrix
element, both due to the fact that initial and final states are not
described consistently, can affect the cross section in this re-
gion [53–57]. For this reason we include in Fig. 5 also results
obtained by feeding the cascade with events generated with
the energy-dependent RMF (ED-RMF) cross section. The em-
pirical ED-RMF potential gives results similar to rROP when
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FIG. 6. Comparison of ROP (black) and RPWIA (red) results for
the T2K-flux averaged cross sections for different nuclei.

the nucleon energy is large, but reduces to the same RMF
potential used to describe the initial state when the nucleon
has small energy [28]. In this way spurious nonorthogonal
contributions to the matrix element are not present for low
energies, which is where their effect is largest [27,28]. One
sees that the ED-RMF and rROP results are very similar, with
the ED-RMF yielding a slightly smaller cross section for small
Tp.

D. A dependence

To check if the agreement found for oxygen and carbon is
a result of fine tuning of the cascade to carbon data, or rather
a more robust result, we extend the comparison with cross
sections for calcium. Additionally we include results where
the inputs to the NEUT cascade are RPWIA cross sections.
First, in Fig. 6, we show the RPWIA and ROP results nor-
malized per target neutron. The RPWIA results are practically
identical for all nuclei, but this naive scaling disappears when
the optical potential is included. One finds that the reduction
of the cross section compared to the RPWIA result is larger for
calcium than for oxygen and carbon. This should be expected;
from electron scattering measurements it is well known that
the nuclear transparency decreases with mass [32,58]. In
Fig. 7 we show the result when the NEUT cascade is applied.
As we find that oxygen and carbon give very similar results,
we only show the oxygen and calcium cross sections. Again,
in the NEUT results a cut in Ẽm is included to remove the
inelastic contributions such that the ROP and NEUT results
are comparable. We find that the agreement between ROP and
rROP+NEUT is quantitatively similar in calcium to the results
for oxygen. While the rROP+NEUT results come very close to
the ROP for 40Ca when Tp > 100 MeV, this is not so much
the case for the RPWIA.

While the agreement for three nuclei of course does not
constitute a significant set to determine the A dependence,
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Some models include optical 
potentials in a consistent manner 

but they  cannot predict final 
states. 



More … (relativistic vs non) 
• We are in a low energy interaction region ( 400 - 1000 GeV) with even smaller transverse momentum 

and energy: 


• this is a region where the relativistic and non-relativistic models merge.  

• normally a consistent relativistic description of the nucleus in Mean Field is computationally 
difficult. 

• The relativistic description might not be perfect for low momentum transfer. 


• We need a model that transit from one to the other. Tools are getting in place to do this (i.e. 
Normalising flow algorithms).


• Luckily in HK/T2K we care mainly about low energy, high energy is a background for us, but! :


• combination with other experiments or atmospheric neutrinos will require a self consistent large 
energy range model.   



Carbon vs Oxygen
• Our near detector is normally based on carbon: good balance between mass, segmentation and cost.  


• active water is a challenge and more for high precision. 


• some models break for C or O due to assumptions and nuclear configurations. 


• The transport of C model to O cross-sections is not so easy : 


• nuclear energy levels (2 in carbon and 3 in Oxygen) —> even with a proper C measurement there is an 
“extrapolation” to make. 


• How to evaluate the uncertainty ?


•  model predicts small deviations from C to O of ~% per nucleon.  But, we are far from testing it. 


• Good complex models can help, but…. can we really be sure ? to which level?


• A detailed data-model comparison in C can help to gain confidence to certain level.


• Experimental data will be always needed, at which level ? 



neutrinos vs antineutrinos
• “a priori” different target —> different initial state.


• different final state (i.e. proton vs neutron) —> experimental challenges


• at nucleon level V vs A have different signs —> destructive for antineutrinos —> more 
delicate in calculations.


• we have no way to separate them in the fast detector —> ND magnet immense asset. 


• experimentally electron neutrinos have lower statistic and larger backgrounds 


• anti-neutrino electrons more challenging, close to impossible? both needed for CP 
violation. 

• The effect of asymmetric nuclei ( 40Ar ) might be large. 



νμ vs νe
• A priory only the mass of the lepton is important but : 


• different mass changes the q0,q3 mapping of the nucleus 
for a fixed energy —> Not the same strength give a neutrino 
energy 


• electrons emit breemstrahlung : 


• available estimates claiming for small effect.


• complex interplay with experimental measurements 
(photon  merged in electron showers or not). 


• For a precision measurement we will need to measure it. But : 


• low statistics. 


• very different experimental techniques (tracking vs cherenkov) 
call for a solid model behind (breemstrahlung for example)

Example :  
(q0,q3) nuclear strength for  

the Valencia 2p2h model

It is not impossible that a very precise 
knowledge of muon neutrino interactions 

provide sufficient information for the electron 
neutrino… but, How to prove this?



To evolve on the understanding we need more precise experimental 
measurements : 

better detectors, different nuclei, but also ingenuity to analyse the data



TKI observables
• Experiments moved into new observables where the neutrino 

energy plays reduced role : Transverse kinematic (TKI) variables.


• New variables are able to singularise contributions : 


• Fermi momentum 


• Nuclear re-scattering, …


• But they need the reconstruction of hadron observables with 
precision:


• low threshold and high tracking performance.  

• These observables have been used by Minerva to isolate 
interaction with hydrogen to explore ν-nucleon interactions.


• This is a very promising field not fully investigated. 


• High statistics high granularity (like new T2K sFGD) : 


• multidimensional analysis 


• adding neutrons to the equation.  
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Figure 8. CC0π1p MINERvA [15, 19, 20] (left) and T2K [21] (right) δαT distributions compared
to the predictions of the implementation of NEUT in this work. The simulation has been done for
three configurations of the NrSP (nominal, 50% and 150% strengths) and the obtained absolute
χ2-values are compiled in tables 3 and 4.

Figure 9. CC0π1p MINERvA [15, 19, 20] (left) and T2K [21] (right) distributions for the TKI
angular variable δφT . Details of the comparison with NEUT results as in figure 8.

excellent agreement with a preference for an increase in the NrSP, which reduces the con-
tribution of the CCQE channel by reducing the probability of proton tagging in detectors.
This tendency is shared by most of the other TKI observables.

MINERvA collaboration also reported |p⃗µ| and θµ distributions from its CC0π1p MIN-
ERvA sample [15, 19, 20]. The comparison of these data with the current implementation
of NEUT is shown in figure 12. We find a quite good description of these two event dis-
tributions, with χ2/dof around one (see table 4) for nominal NrSP, and some dependence
on this latter input as expected when analysing CC0π1p data-samples.
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Figure 14. MINERvA CC0π1p differential cross sections in reconstructed |p⃗n|. Data from refs. [15,
19, 20]. We also show results from the current implementation of NEUT, with details of the
comparison as in figure 8.

Figure 15. T2K CC0π1p |∆p⃗ | distribution. The panels correspond to different muon kinematic
bins. From left to right and up to down: −1 < cos θµ < −0.6, −0.6 < cos θµ < 0 with |p⃗µ| <
250MeV, −0.6 < cos θµ < 0 with |p⃗µ| > 250MeV, 0 < cos θµ < 1 with |p⃗µ| < 250MeV, 0 < cos θµ <
0.8 with |p⃗µ| > 250MeV, 0.8 < cos θµ < 1 with 250 MeV < |p⃗µ| < 750MeV and 0.8 < cos θµ < 1
with |p⃗µ| > 750MeV. Data taken from ref. [21].
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FIG. 2: δαT measurements decomposed in interaction types, compared to G24-0 prediction.
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FIG. 3: Similar to Fig. 2 but for the pN (T2K-π+, MINERvA-0π and MINERvA-π0) and δpT (T2K-0π)
measurements.
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Energy flow measurements

• Minerva explores beyond the usual events with tracks to 
reduce the hadronic threshold. 


• The use of hadronic deposited energy opens new 
possibilities.


• Bridge between the calorimetric and the Cherenkov 
approaches.  
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Energy sensitive 
observables

• With all the developments during the last year we still 
do not have a energy measurement that we can test 
with data.


• The energy flow from Minerva is a good variable but 
we miss a reference energy to calibrate. 


• this is easy in electron scattering.


• But, there are variables that can help in CCQE: the 
superscaling ψ’


•  ψ’ is validated/calibrated in ee’A scattering —> 
good reference. 


• This variable is approximately a gaussian centred at 
0 with with ~1/3 for any neutrino energy and nuclei. 

5

as a function of the momentum transfer in the reaction.
In the following, we use the reported value for Carbon of
20 MeV [31].

The discussion in the following sections relies on the
analysis of the special case when  0 = 0. This condition
is achieved when:

�� ⌧ = �� (2 � �2) = 0 (20)

The � parameter has a direct dependency with Eshift

and the removal energy S—assumed to be equivalent to
the missing energy Ẽm in section II—through the energy
transfer !. From Eq. 7:

! = E⌫ � Eµ = Ep + S �MN (21)

By solving Eq. 20 and considering the positive solu-
tion as the physically meaningful one, we arrive at the
following relationship

S � Eshift =
q
M2

N + |~q|2 � Ep (22)

For vanishing missing momentum, Eq. 22 becomes

S � Eshift =
q
M2

N + |~kp|2 � Ep

⇡ 1

2

M2
N �M2

p

Ep

(23)

where it is clear that Eshift approaches the average value
of S (previously denoted as SRE) for |~pm| = 0, with a
maximum di↵erence of 1.29 MeV, attained when the pro-
ton is at rest.

On the other hand, for |~pm| > 0, one obtains

S � Eshift ⇡
p2m � 2~kp · ~pm

2Ep
(24)

where the equation remains more complex with de-
pendencies on the missing and final nucleon momenta
through the residual dependency on |~q|.

As such, Eshift should be a good estimator, within a
few MeV, of the average removal energy, at low missing
momenta.

Note that in the analysis of inclusive electron scatter-
ing data [31], the value of Eshift is determined by requir-
ing that  0 = 0 at the experimentally observed quasi-
elastic peak. In the RFG, the peak of the cross section
is indeed obtained for  0 = 0 when Eshift is equal to the
separation energy used in the model. The presence of
final-state interactions, RPA e↵ects, and Pauli blocking
among others, can break this simple relation. In any case,
the peak position of  0 is still strongly correlated with
the average removal energy. In the following section, we
study in detail the distribution of the superscaling vari-
able, and its dependence on kinematic variables.

IV. TRUE MONTE CARLO PREDICTIONS

In this section, we perform a  0 calculation and charac-
terization using samples of true CC1p1h events, without
including nuclear re-scattering (NrS).
Figure 4 shows the distribution of the superscaling

variable from the event kinematics of the five models,
where  0 is calculated using the true ! and ~q and with a
fixed Eshift of 20 MeV. The estimated peak position of  0

for each model is obtained by taking the mean of a Gaus-
sian fit to the core of the  0 distribution (maximum-1�,
maximum+1�).

FIG. 4: The true superscaling variable for true CC1p1h
events, for the five models. The legend shows the peak

positions for each model.

Since the definition of  0 (Eq. 15) is derived from the
RFG model, the distribution of  0 in the RFG follows
the expected behaviour with a peak at zero contained be-
tween ±1. The deviation from the assumptions of RFG,
particularly when it comes to the momentum of the tar-
get nucleon and removal energy distribution, creates the
positive tails observed in the other models.
Further details can be inferred from the relation be-

tween  0 and the true missing momentum, equivalent to
the momentum of the target neutron in the case of LFG,
as shown in Fig. 5. According to Eq. 23, in the absence
of Fermi momentum (pm = 0 MeV/c) the condition for
 0 = 0 entails that the di↵erence S � Eshift can be up
to 1.29 MeV. When using the true  0, we do not make
any assumptions on the average removal energy, but we
fix Eshift to 20 MeV. This gives a narrow  0 distribu-
tion around zero, as seen in Fig. 6, with a width that
is correlated to the width of the removal energy distri-
bution (Fig. 1, bottom plot). The small displacement of
the peak position from zero for low pm can be attributed
to the di↵erence S � Eshift being larger than 1.29 MeV
when using Eshift = 20 MeV while the average removal
energy for LFG is 28.39 MeV.
When taking slices of higher pm, as shown in Fig. 6,

the distribution of  0 flattens and does not exhibit a clear
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FIG. 16: The reconstructed superscaling variable for
di!erent slices of the reconstructed missing momentum.

ω→
RE becomes more flat for increasing pRE

m .

FIG. 17: The peak position of the reconstructed ω→ as a
function of Eshift. The average removal energy is fixed
to 28 MeV in the energy reconstruction for all models.

B. The Removal and Shift Energies

Using ω→
RE, we can perform another search for the

Eshift values required to shift the peak position to zero
for each model. Figure 17 shows the peak positions of
ω→
RE for each value of Eshift. Compared to Fig. 10, the

slopes for all five models are now closer in value. This is a
consequence of the detectability threshold of the proton
momentum, which eliminates the low |εq| region, minimiz-
ing the di!erences between models and leading to more
similar slope values.

To distinguish between the e!ect of the energy recon-
struction and that of the sample selection and detector
acceptance cuts, we perform the same exercise using the
reconstructed energy and momentum transfer but on true
CC1p1h events. Table III shows the Eshift values re-
quired to shift the ω→

RE peak to coincide with zero for
the experimental-like event sample (left) compared to the

true CC1p1h event sample (center). On the right, we also
include the results obtained in Tab. I for the true ω→.

TABLE III: The values of Eshift that give a ω→
RE

peaking at zero for a realistic sample of CC0ϑ1p events
(with the pRE

m and proton acceptance cuts) and true
CC1p1h events. Compared to the Eshift that give a

ω→
true peaking at zero.

Model
Eshift|ω→

RE=0 [MeV] Eshift|ω→
true=0 [MeV]

CC0ω1p* CC1p1h CC1p1h
SF 36.64 25.28 26.19
LFG 31.94 25.59 24.07
RFG 38.34 25.37 20.62
EDRMF 34.93 16.24 16.16
RPWIA 34.23 21.88 23.95

*CC0ω1p with proton acceptance cuts and pRE
m <300 MeV/c.

We observe that larger Eshift values are required for
ω→
RE in the experimental-like event sample. This is to

compensate for the e!ect observed in Fig. 14 where the
proton acceptance cut eliminates more events on the neg-
ative side of ω→ compared to the positive, as well as the
inclusion of NrS and CC0ϑ1p background events that oc-
cupy the positive side of ω→.
On the other hand, for true CC1p1h events without

any cuts, we obtain similar values of Eshift for the true
and reconstructed ω→. This means that the energy re-
construction and our assumption on the average removal
energy has a small e!ect on the ω→

RE peak position and
the required Eshift, and the error is dominated by the
proton’s momentum detection threshold and background
contamination.

VII. CONCLUSIONS

We presented the superscaling variable as an observ-
able in charged current neutrino-nucleus interactions,
comparing the shape and characteristics of the ω→ distri-
bution for five neutrino-nucleus interaction models. Us-
ing true Monte Carlo information, we studied the super-
scaling variable dependencies with fundamental parame-
ters of the models such as the removal energy, the target
nucleon momentum and the momentum transfer of the
interaction.
We have shown that ω→, and particularly the peak po-

sition of the distribution, provides information on the
removal energy of nucleons. In the peak region, where
ω→ = 0, the average removal energy is related to the shift
energy, Eshift, required to shift the quasi-elastic peak to
zero, at low missing momentum
To comment on the determination of ω→ in neutrino

interaction experiments where the neutrino energy is not
directly measurable, we introduced two neutrino energy
reconstruction methods built on di!erent assumptions
for the average removal energy. We concluded that re-

ψ is not energy but it 
validates its model 


 ω = Εν - Εμ
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FIG. 2: The reconstructed neutrino energy resolution
via REP (top) and RE (bottom) for true CC1p1h

events.

mind that the RFG model is a special case due to its
simplicity.

Lastly, we note that these assumption will become less
reliable when the signal has a large contribution from
processes other than one-nucleon knockout. However, as
we will show in section V, the bulk of these contributions
can be removed by a kinematic cut on the reconstructed
missing momentum.

III. THE SUPERSCALING VARIABLE

When an interaction between a particle and a many-
body system involves energy and momentum transfers
only to individual constituents of the complex system,
the inclusive cross section can be approximated as a
single-nucleon cross section times a specific function of
the energy and momentum transfers f(ω, |εq|). Scaling, of
the first kind, occurs when that function becomes inde-
pendent of both ω and εq explicitly. The scaling function
depends on the kinematics only through a single quantity
ϑ(ω, |εq|) [28, 29].

The superscaling variable ϑ→ was first introduced by
Donnelly and Sick [4] as an evolution of the scaling vari-

FIG. 3: The reconstructed missing momentum
resolution via REP (top) and RE (bottom).

able ϑ used by Alberico et al. [30] and within the frame-
work of the RFG model. It is defined as:

ϑ→(ω, εq) =
1√√

1 + ϖ2F → 1

ϱ→ ς√
(1 + ϱ)ς + φ

√
ς(1 + ς)

(15)
with

ϖF =
kF
MN

(16)

φ =
|εq |

2MN
(17)

ϱ =
ω → Eshift

2MN
(18)

ς = φ2 → ϱ2 (19)

where, MN is the neutron mass, kF is the Fermi momen-
tum (fixed to 228 MeV for Carbon [31]) and Eshift is a
shift energy used to make the quasi-elastic peak coincide
with ϑ→ = 0. Presumably, Eshift includes information
on the separation energy, the average removal energy of
nucleons in the nucleus as well as aspects of final-state
interactions like RPA, which can influence the removal
energy distribution by altering the cross-section strength

 P(θ|Eν)



Interplay flux-cross-sections
• Unfortunately we do not measure cross-sections but : “flux-folded cross-sections”: 


•  σtrue φtrue ~ σwrong φwrong


• This is unavoidable (until Enubet is there) and one of the reasons we need strong 
neutrino-nucleus cross-section models. 


• But also we need flux models. 


• The better we know the model the more restrictive will be on our cross-section 
models. 


• We should also try to look for alternative ways to measure the flux such as the one 
of Minerva. 



and beyond…the absolute flux
• There is a way to obtain “at least” the absolute integrated flux. 


• 


• This was used by Minerva to gain control on the flux (3.3 %!)  


• But: 


• Very low cross-section and high backgrounds. 


• It has little dependency with the neutrino energy (NC) and 
very small theoretical uncertainties. 


• With a massive detector this is a must to control further the 
flux uncertainties.  
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rejected. Events are checked to be consistent with a single
shower on the transverse direction by looking for two peaks
in the energy deposited in the Ecal and in the longitudinal
direction by checking that the distance from the start of the
shower to the plane with the maximum energy deposition is
consistent with an electromagnetic shower propagation in
the scintillator.
The remaining source of background comes from

charged-current quasielastic (CCQE) interactions from
ν̄e, that is, ν̄ep → eþn. The most effective cut to isolate
the signal comes from the constrained kinematics of
neutrino-electron elastic scattering, which obeys

Eeθ2 < 2me; ð3Þ

where Ee is the electron candidate energy and θ is its
scattering angle in radians with respect to the beam direction.
The distribution for this quantity is shown inFig. 5. Events are
required to have Eeθ2 < 0.0032 GeV rad2. To remove any
remaining high energy νe CCQE events that pass the
kinematic cut, a cut is applied on the four-momentum transfer,
which is calculated under the assumption of quasielastic
kinematics. The reconstructed neutrino energy EQE and the
squared four-momentum transfer Q2

QE are

EQE
ν ¼

mpEe −m2
e=2

mp − Ee þ pe cos θ
; ð4Þ

Q2
QE ¼ 2mpðEQE

ν − EeÞ; ð5Þ

where mp is the mass of the proton, and pe is the electron
momentum. Event candidates are required to have Q2

QE less
than 0.02 GeV2.
The selection efficiency of signal events after all cuts is

shown in Fig. 6.

V. BACKGROUND SUBTRACTION

After all the cuts are applied, the selected sample consist
of 898 neutrino-electron elastic scattering candidates. The
simulation predicts 921 events, from which 601 are signal
events and 320 are background events. Neutral-current
(NC) interactions from νμ amount to 38% of the back-
ground, concentrated between 0.8 and 2 GeV, with the
exception for neutral pions produced in νμ-nucleus coher-
ent interactions which are also present at higher energies.
Another 28% of the background comes from quasielastic
events from νe with a forward going shower and a non-
visible neutron in the final state.
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FIG. 4. Average energy deposition in the first four planes of the
electron candidate track for events passing all other cuts after
background tune (above) and the ratio of data to simulation
(below). The error bars on the data points include statistical
uncertainties only. The error bars on the ratio include both
statistical uncertainties in data and statistical and systematic
uncertainties in the simulation. Backgrounds have been tuned
using the procedure described in Sec. V. The dotted line and
arrow indicated the selected sample.
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FIG. 5. Product of the energy of the electron candidate and the
square of its scattering angle with respect to the beam direction
after background tune (above) and ratio of data to simulation
(below). The error bars on the data include statistical uncertainties
only. The error bars on the ratio include both statistical un-
certainties in data and statistical and systematic uncertainties in
the simulation. The dotted line and arrow indicate the selected
sample. Backgrounds have been tuned using the procedure
described in Sec. V. The cut in Q2

QE is not applied here to better
show the sideband region.
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Generators



Event generators & new generation 
models

• More complex models imply also new mathematical methods to generate the events: 


• models are slow (some we know can generate handful number per day per CPU) —> modern 
methods investigated. 


• models are based in the splitting I mentioned at the beginning : can we integrate new models?


• generators allow for several models to be combined —> how to ensure coherence ? 


• same generators should (ideally) be adopted by all experiments : how to agree in the 
community ? 


• models should integrate realistic parametrisations to be obtained from data. 


• ….



Using models across different nuclei
• This is (to me) an opened question. 


• Critical for T2K (0 vs. C) but also a relevant experimental one: 


• can we use the expected high precision Ar events in MicroBoone, or Pb/Ti 
events in Ninja to tune the C model ? or viceversa. 


• And, even more relevant when we try to compare or to join oscillation results.  


• We expect plenty of data in Ar and C in the future, but those are too apart to 
be able to search for agreement, 


• we need intermediate nuclei. 



Generator models
Market of MC generators

There are several available and actively developed 
MC generators applicable for ~  neutrinos.  

• NEUT  - the main MC in Japanese experiments 
T2K, HK. 

• GENIE  - the main MC in US experiments NOvA, 
MicroBooNE, MINERvA, DUNE. 

• GiBUU - developed by theorists in Giessen with 
the most sophisticated FSI model; used in many 
comparisons and studies.  

• NuWro - developed by theorists in Wrocław; used 
in many comparisons and studies.  

• Achilles  - a relatively new project with important 
new additions.

1 GeV

J.Sobczyk NUFACT 2025 

NEUT, GENIE, NuWro share plenty of physics concepts with several models included 

GiBUU treats FSI in a more QM correct approach.  

Achilles is a new concept. 



Model Reweight
• In the past models were rigid or with little modelling degrees 

of freedom. 


• Oscillation experiment requirements forced the development 
of reweighing tools, but the first ones were breaking the 
model. 


• Parametrisation of the X-sections based on physical 
parameters is important. 


• Monte-Carlos are starting to introduce these tools by 
reweighing methods,  but this is tricky (reweighing out of 
phase space,…) : 


• AI tools 


• Professor …

GENIE

Main ełorts: model developments 

• Correlated Fermi gas  
• Heavy neutral lepton  

and tuning 

• Professor tools 
• TKI tune to T2K and MINERvA data (W. Li, M. Roda et al, 

arXiv:2404.08510v3 [hep-ex]) 
• On the right: before (top) and after (bottom) tune

A signiffcant reduction of 
the CCRES contribution
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Inserting complex models in MC
Machine learning tools in MCs

Mathias El Bas et al Phys. Rev D111 113001 (2025)

(a)true cross section 
(b)normalizing łow 

besed model 

 

Target nucleon 
occupies   shell

Eν = 200MeV

1p3
2

A spectacular agreement!

AI tools might help us to introduce complex nuclear calculations into MC by learning PDF 
 distributions and help in reweighing models.

J.Sobczyk NUFACT 2025 
Many useful tools being developed including reweights 



Conclusions
• Complex problem both theoretical and experimental. 


• Huge development during last years but not quite there : 


• from free moving particles with altered masses to proper Hartree-
Fock calculations.  


• X-section is the cheapest way to improve the oscillation results. 


• requires advances in several areas in parallel: 


1. Theory (with parameters, please!) 


2. Generator implementation of those models. 


3. Experiments 


4. Neutrino fluxes predictions  

Although,  
there will be no convincing CP 

violation claim without a 
convincing cross-section model 

So far, T2K has shown 
consistent results regardless 
the X-model used (off-axis 

peak?) 

is the oscillation less sensitive to x-
section as we think (off-axis peak 

helps). 


